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Abstract— Traditional technologies are transforming how
businesses interact with their customers, creating demands for
prompt responses & continuous accessibility. Students
frequently have questions about college & university policies &
procedures, academic process, extracurricular, as well as other
aspects of educational career. There is a lack of service
satisfaction because the educational advisers as well as the
student affairs staff are overloaded with inquiries & unable to
respond to them right away. In our work, we develop a
multilingual talkbot that converses among learners in both
English & Arabic using Artificial Intelligence (AI) & Natural
Language Processing (NLP) technologies. The dialog bot was
created in Python & is intended for use by students to answer
questions about advice. We are utilizing a intent built domain-
specific compilation as the knowledge source for the talkbots,
which is made up of the typical queries students ask advisers &
their answers. By analysing the inputs, the talktbot engine
ascertains the client's needs and, with an efficiency of 80.00 %
in English and 75.00 % in Arabic, finds the most reasonable
answer that meets the intention. We also tested the software
solution as well as the talkbot's precision using field tests with
pupils to see how well it responded to live input.

Keywords—  bilingual  English Arabic, Talkbot;
conversational agent; academic counselling; NLP; deep
learning;

I. INTRODUCTION

Previous technologies are changing how individuals &
businesses communicate, leading technology to drive digital
transmission rather than people. A talkbot, often referred to
as a dialog system, is a software application that simulates &
analyses human interaction in order to offer live digital help
[1]. Talkbots' popularity has grown across many industries
because of their constant accessibility, quick responses, as
well as capacity for LPN [2], [3]. Talkbots are now being
used for a variety of functions that were formerly performed
by human, including customer support, medical consultation,
e-commerce, & query responding. Talkbots are a common
tool used by businesses to meet client's requirements & boost
satisfaction level. Consequently, in this digital age, In the
sector of education, talkbotshave the ability to facilitate
student inquiries and aid in the academic advising procedure.

979-8-3503-9926-4/23/831.00 ©2023 IEEE

Instructional supervision is a crucial component of
colleges and universities and is largely recognised as a key
tactic for overcoming the difficulties of perseverance &
retention [4]-[6]. While there are many jobs involved in
counselling, among the most important is giving students the
information they need to effectively navigate their
educational career. When pupils are unable to receive
accurate & timely information, this task—which necessitates
a high level of engagement among counsellors & students—
often results in unhappiness with recommending services.
Each counsellor has given a sizable amount of pupils, which
makes it difficult for them to react to everyone in a timely
manner [7]. Additionally, with today’s modern technological
advancements, pupils' demands & knowledge needs for their
everyday work have grown more demanding. It is critical for
students' academic development & incorporation into the
academic setting to provide suitable communication
channels. As a result, by giving students immediate answers
& consequently increasing pupil happiness, a talkbot can
help both pupils as well as the educational establishment.

The purpose of this research is to create a Talkbot for
pupils at a UAE institution of higher learning. Due to the
high proportion of student & staff, it is difficult for the
consultant to give advisees bonding time, address all of their
questions, & inform students of the university's policies
regarding enrolment, programs, requirements, as well as
other matters. A Talkbot would help the adviser lighten their
job so they could concentrate on more cerebral activities like
coming up with the best program of study for their advisor.
A Talkbot that assists students in resolving questions about
school & academics concerns will be developed as part of
the project in order to increase student contentment with
university activities while taking into account the mentioned
difficulties of counselling at the institution of study. The
Talkbot will have an interface that is multilingual and it will
support either Arabic & English. Additionally, a neural
network (NN)k and NLP technologies will be used to create
the Talkbot. Our work is thus unique in its setting because it
uses multilingual conversation assistance.
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II. LITERATURE REVIEW

A. Overview of talkbots

Talkbots are multisensory or text-based dialogue
technologies that simulate human speech [1]. A Talkbot,
sometimes referred to as a dialog system, analyses input
from the user to determine the purpose of the enquiry and
provide the relevant response. The number of Talkbot
programs has skyrocketed during the recent years [3].
Talkbots are used by businesses to automate tasks & reply to
customer service requests [8]. In the health-care industry,
talkbots are also utilised for psychological & medical
diagnosis as well as for promoting awareness of safety &
health concerns [9], [10]. Talkbots are employed in the
education industry for administrative work, pupil
counselling, including learning & teaching exercises [11].
Talkbots provide customers with a time - based and money-
saving method of getting assistance by obviating the need for
repeated & time-consuming human contact [2].

The study has a variety of categories for Talkbots. Al or
regulation based systems may power a talkbot (AI). Using
keywords as well as a predetermined collection of rules, a
regulation Talkbot offers preset replies. In the 1960s,
regulation Talkbots like ELIZA & PARRY was created
utilising patterns identification system [3]. In 1995, Al
Markup Language (ML)) [12] was employed to create the
ALICE Talkbot. The foundation of the ML is the XML
architecture. AIML-created talkbots follow a regulation
based methodology to react to user requests using inputs that
follow patterns.

An Al-driven Talkbot, on the other hand, uses NLP
techniques to identify the user's intent when they input data
and then generates the adequate reaction based on that intent.
Talkbots powered by Al are technologically advanced and
can meet customer expectations for language and dialogue
[3]. The development of Talkbots has made use of a number
of Al approaches, including machine learning (ML), NN
[13], deep learning (DL) with sequencing to sequences [14],
& CVAE Concepts [15].

Depending on their function, talkbots have been
categorised as task-based or quasi task based [16]. A task-
basedTalkbotanswers to user inquiries that are relevant to a
given domain and completes activities like booking
reservations, completing orders, or answering questions. A
quasi task Talkbot, also known as an open-domain, replies to
open-ended questions that aren't domain-centred. These
Talkbots' primary function is to serve as virtual assistants
through conversation that is open-ended. Examples of virtual
personal assistants that are not task-based are Siri & Alexa.

Retrieval-centred and generating Talkbots are two more
classifications for talkbots depending on how they generate
responses [17]. A retrieval-centredTalkbot processes user
input utilizing Methods & uses ML algorithms to get
answers from the base of knowledge, enables consumers to
speak in normal language. A retrieval-centred Talbot’s
answers, however, are preset. A creative Talkbot, in contrast,
is learned on a verbal corpus to produce unique & varied
answers that are not included in the database. The generating
model's need for a large amount of testing phase and
potential for unexpected consequences not found in the
corpus are both drawbacks.

This project creates a task-based Talkbot that answers to
pupil inquiries using a domain-specific knowledge base.
Although the students talk in a conversational manner when
asking a question, the talkbots answers has to be exact &
correct. Therefore, we utilise an Al-based retrieval-based
Talkbot that processes user input and retrieves exact answers
from a library of advisory inquiries using NLP approaches.
By analysing the inputs & getting the adequate reaction, the
Talkbot can ascertain the client's needs.

B. Talkbots in the Classroom

In other research, Talkbots were created in the education
industry using Methods and a rule-centred approach to
respond to pupil inquiries [18], [19]. Reference [18] created a
rule-centred conversational bot utilizing PHP & NLP to
provide 80.00% accurate answers to learner questions. While
employing a collection of social conversation between pupils
& counsellors, reference [19] created a Talkbot. Using a
common purpose structure, the Talkbot was created by
extracting principles from the database.

For the purpose of responding to pupil inquiries, many
researches create retrieval-centredTalkbots employing Al &
NLP methods. Reference [20] used AIML & Latent
Semantic Processing to create a Talkbotcentred on pattern
recognition. The Talkbot responds to inquiries about
education and higher education. In a related investigation, A
Talkbot that responds to frequently requested queries was
suggested by [21]. The Talkbot's information library
included 300 queries. Both tests did not assess the Talkbot's
effectiveness.

Reference [22] created an Al-based Talkbot that enables
students to ask questions about the procedures and guidelines
for university admissions. The RASA architecture is used in
the development of the Talkbot. The credibility of the
answers was used to assess the Talkbot's effectiveness. The
certainty doesn't really, however, show how accurate the
answer was. Furthermore, the survey made no mention of
how they addressed typos in human input.

In a different project, [13] created a Talkbot that responds
to campus-based questions posted as FAQs on the web
utilizing ML and NLP approaches. In the work, a similarity
measure framework as well as an RNN-centred Seq2Seq
framework for Talkbot is compared. The outcomes
demonstrate that when the size of the database is minimal,
the similarity measure model is more effective. In contrast to
the previous study, which constructed answers, this study
employs a DL model to analyse the input sequence & choose
the most informed solution. The Talkbot, unfortunately, is
only made for one language.

To respond to questions from pupils about enrolment,
rules, or academics counselling, some study have created
Talkbots. Few who have, however, combined NNs alongside
NLP methods to interpret input from the user?

C. Arabic and other language talkbots

Arabic is not received sufficient concentration by
scholars and therefore is neglected in the design of NLP
&Talkbots because of its complexity. Arabic Talkbots in
normally and those used in teaching, a few of which were
multilingual or bilingual have not been extensively studied.
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BOTTA is a female social Talkbot with an Arab
Egyptian speech that [23] has suggested, and it pretends to
have cordial interactions with humans. The approach is
retrieval-centred and created for open-domain interactions.
Dialog bots called Arabchat& upgraded ArabChat were
created for pupils at University [24]. Both Talkbots are
dynamic and speak Arabic MSA texts. AIML is used by the
retrieval-canteredTalkbot Nabiha. It acts as a student's
academic advisor, communicating with them concerning
their classes & asking about their educational excellence.

[26] created the multilingual "Jooka" Talkbot to
streamline the application procedure at the German
University in Cairo (GUC). It reacts according to the concern
language & comprehends both English & Arabic questions.
Arabic to English translation was performed using the
Google Cloud Translation API. However, our research
revealed that Arabic API translations are still in their infancy
and produce odd results.

In citation [27], a speech-interactiveTalkbot with a
bilingual platform was suggested as a way to identify &
alleviate test anxiety in college students. With a precision of
76.50%, the Talkbot service examines the participant's
speech sound to ascertain how they felt about their
examinations.

Talkbots with many languages have indeed been
designed for fields apart from teaching. For instance, [28]
presented a bilingual healthcare Talkbotprogramme that
provides English, Hindi, & Gujarati and thus can detect
illness based on the user's indications. A multilingual
commerce Talkbot that really can manage English &
Filipino-Tagalog is shown in citation [29] & uses k-fold
cross-validation on a database created by a multilingual
artificial corpus generator.

The necessity of providing consumers with Talkbot
interactions in both English & regional languages is growing
and is emphasised in the research. According to the findings
mentioned above, there really are two methods for building
multilingual Talkbots. Utilizing interpreters to translate
between the two languages while keeping a corpus in just the
native tongue is the first approach. Creating and maintaining
two corpus records, one for each language, is the alternative
technique. Our work employs the second way since
experiments using the first approach produced translations
amongst English & Arabic that were not genuine.

III. METHODOLOGY

This section describes the process used to organise,
create, and create the Talkbot platform. Through a Talkbot
with just an intuitive interface that allows for communication
in either English or Arabic, this technology offers
multilingual guidance. Our Talkbot has the knowledge
necessary to respond to the unique questions that learners
have about consulting. The guidance Talkbot uses a
multilingual corpus as its information source type and a
retrieval-centred methodology to produce response. A
Talkbot employs heuristics to choose the perfect reaction
from a specified pool of options as parts of the retrieval-
centred paradigm. The requirement for exact and precise
responses to a particular task & domain led to the selection
of this retrieval-centred paradigm. The three stages of the
methods- data, gathering, creating the Talkbot architecture,

& creating the Talkbot GUI—are presented in the ensuing
subcategories.

The three stages of the methods- data, gathering, creating
the Talkbot architecture, & creating the Talkbot GUI—are
presented in the ensuing subcategories.

A. Data Gathering

Through conversations with pupils, advisers, and
recommendations of educational policy texts, the dialogue
data needed for the Talkbot was gathered. The information
includes of the most typical inquiries advisers typically field
from pupils and the answers to those inquiries. In order to
gather the dialog information needed for the Talkbot, we
performed four basic procedures. We started by classifying
each inquiry into 8 major scenarios. The contextual is the
area of the customer's query, which could be anything from
attendance to classroom teaching. Secondly, we appended
inquiries to the content & assigned a distinct intent tag—
which defines the query's primary goal—to every question.
Thirdly, we designed templates for every inquiry to show the
multiple ways the Talkbot might be asked a query. To give
variation to the reply, we included a range of reply for every
intent.

In conclusion, each intent represents the goals that
learners have for using the Talkbot. The various context as
well as the amount of intents in every context are shown in
Table I. We created 0356 pattern having 0152 English &
Arabic intentions just for this investigation.

TABLE L. PATTERNS AND INTENTS DISTRIBUTION
Number
Context of Patterns Description
intents
Welcome ] 3 thank_ the user , That greet, and
Greeting
Educational 2 50 Pupils’ educational
Stand-up status/probation
questions  about  scheduling,
Registering 32 76 registering  for  courses, and
retaking them
Summertime | 6 24 questions about summer courses
or credits
inquiries about scheduling,
WP 26 %6 registration, and job placement.
COVID 14 28 investigations on the COVID
requirements on campus
Semester Questions about the timing of
20 48 materials, attendance, absences,
Exam
and final exams
Attending 6 12 questions about attendance
Course 13 34 inquiries regarding hybrid and
Conveyance online classes
152 356

The dialog information was saving in the corpus in JSON
form. Since the early trials showed that interpreters from
Arabic into English & vice versa are still very weak &
produce artificial sentences, we employ two corpus files: one
to record the English intentions and another to keep the
Arabic  intent. =~ When the  Arabic  phrase "
< sllexrdiaillwlid~" is translated into English, for instance,
the outcome is "what is the right success rate," which is not
how the phrase would naturally be expressed in English.
While translation, dialectal variances, orthographic
confusion, & inconsistency are much more frequent due to
the complexity & NLP problems inherent in the Arabic script
[23]. Additionally, the current translating features are flawed
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and don't accurately translate the proper English sentences.
Additionally, we may incorporate English words like
"probation," "covid," "GPA," & other terms that learners
usually use when writing in Arabic by employing an unique
Arabic corpus. The Arabic corpus also includes terms
transcribed in regional dialects of ArabicAfter developing the
Talkbot, we tested its execution with 8 students & 3 teachers
in order to add more inquiries to the corpus. In the above
mentioned scenarios, advisers & pupils were instructed to
write queries in English & Arabic using natural speech. The
pilot's goal was to re-examine the first corpus & supplement
it with patterns that may be used by a customer to construct
an enquiry. The pilot was also intended to find potential
shortcomings in data gathering inside the defined context.
Following the pilot, we looked at the data & introduced
additional intents or trends to the ones that already existed.
Additionally, we discovered inquiries that were not part of
the original corpus creation. For instance, issues like the
passcode for the black board, coming well before qualifying
examination, & supplies required for the final test were not
covered. In order to expand the corpus, the pilot deployment
was essential.

B. DL based Talkbot Modeling

A supervised DL technique was used to create the
Talkbot prototype in Python. A form of ML known as "DL"
uses layers of networks to model the synapses in the human
mind in an ANN. The values of the nodes within each layer
are adjusted automatically to obtain the output from input
nodes that are coupled with several hidden units [30]. Our
DL network was constructed using the Python keras package
to create 2 Talkbot designs, each learned on the English &
Arabic corpora, correspondingly.

To prepare the machine learning model for the NN
algorithm, we firstly pre-processed it & encoded every intent
before retraining our Talkbot models. To put the text data
into an acceptable format for the NN method, pre-processing
is essential. Pre-processing the input value the model's
efficiency & effectiveness. Input is converted to lowercase
letters, commas as well as other special characters are
removed, word are tokenized, and words are vectored during
the pre-processing stage. All of the pre-processing operations
were carried out in Python using the NLTK toolkit.

Word extraction from sentences is known as
tokenization. To recover single words, we segmented each
occurrence in the corpus. The keywords were then stemmed
& lemmatized for Arabic & English terms, accordingly, to
reduce them to their most basic states. Although stemmed
strips away the last few letters from phrases without
changing their sense, lemmatization returns word to its
original intent depending on context. The English words
were lemmatized using the elements of speech tag utilising
NLTK WordNetLemmatizer module. Because Python
doesn't have a sensible package for lemmatizing Arabic
words, we stemmed the text using the ISRIS temmer.
However, certain Arabic words lost their identity meaning
when they were branched, such as "<" which had no
original meaning and “L%.”” which had lost its actual intent.
In Arabic, there were 0250 keywords, but 0247 distinct text
in English after word extract & reduction to its simplest
form. The procedure of vectorization is the subsequent pre-
processing phase. A list of word vectors—a 2-dimensional
depiction of each distinct word as well as its frequency of
occurrence—was created in this stage to translate the

keywords into numeric data. The NN input layer uses
generated vector representation as characteristics.

Following the preprocessing stage, we create 2 deep
learning-based NN models for English & Arabic,
accordingly. The NN system was created in Python using the
keras package. An incoming layer, 2 hidden layers also
referred to as the dense layers—& an out coming layer make
the network's structure. Every model includes about 0250
neuron in the incoming nodes, which is made up of all the
distinctive properties collected out from corresponding
corpus. The categories or intentions that must be forecasted
are represented by the out coming nodes.

There are 0256 neuron in the 1st layer & 0128 neuron
with a loss rate of 00.50 in the 2nd. The amount of neuron
inside the levels is thought to be appropriate because a lower
or higher quantity might lead in over fitting or under fitting.
Since there are many neurons in the levels within the
incoming & outgoing neurons, we choose their quantity. The
NN was built up using the following configurations:

Stochastic Gradient Descent Optimizer (SGD): Rather
than determining the exact values, the SGD predicts the
predicted risk gradients using one randomly chosen samples.
As a result, since the samples are drawn at randomness from
the distributions, it is an optimization technique [31].

Rectified Linear Unit (ReLU) was employed in the
middle layers as a perceptron. ReLU is a chank wise constant
where the resulting value equals the data input if the input
data is greater than O or equal to 0. A scant feature is formed
whenever the amount of the information is pushed to O,
which makes the operation quick & effective. The ReLU
function not only provides a rapid computer speed, but it also
prevents gradient diffusion issues, or little inaccuracies. But
since it usually yields 0 for -Ve values, this can irreversibly
damage many neurons & have an impact on the outcome,
causing bursting gradients [32].

0.01 learning rate: A major variable that can be
customised and is employed to train NNs is the traning rate.
It usually has a tiny +Ve value which needs to be precisely
chosen, within 0.0 & 1.0. The speed at which the algorithms
are applied to the issue depends on that parameter. High
learning speed result in quick changes & require lesser
learning cycles, while small learning speed lead to longer
learning cycles & the system can become stalled [33].

Softmax categorization function.: The categorization
function, often referred to simply as the activation function
in ANNSs, determines a network node response provided an
intake or group of intacks. The activating function enables
NNs to identify intricate data patterns & connections. In
order to address challenging complex issues, nonlinear
function may map out & retain the properties of activated
neurons. Additionally, the artificial neuron enhances the
NN's capacity, and the DNN's dynamic capability gives it
true Al [32].

200 Epoch: However many iterations are employed to
develop the model depends on the epoch. We used an epoch
value of 200 due to the tiny magnitude of the database.

C. Chatbot Engine and GUI

The Talkbot engine communicates with the GUI to
obtain the customer inquiry as input & then returns the most
adequate reaction. The structure of our Talkbot engine is
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depicted in Fig. 1. The Talkbot engine is made up of 3
logical parts: Natural Language (NL) Understanding, NLP,
& NL Generation.

1)  NLP: When a client provides a question to this
element, the Talkbot program firstly identifies the languages
utilized to communicate & then utilises the relevant Talkbot
architecture to retrieve the answer. A spell - checking
procedure out from TextBlob Python library is used to
initially repair any misspelled words inside the incoming
request. Unfortunately, because of the difficulty of the
Arabic as well as the inconsistent application of the spell-
check mechanism to the Arabic, there is currently no spell-
checking mechanism for Arabic language. This is viewed as
a sample constraint as well as a possible field for future
investigations, improvement, & evaluation. The very same
techniques  employed in  the  training  stage,
lemmatization/stemming, & words vectorization—are
likewise utilised to preprocess the incoming question in the
NLP phase. Additionally, this element extracts all intended
characteristics from the supplied question.

2)  NLU: This element fills the space among human
speech as well as what machines can comprehend. By
giving the phrase vectors to the 2 distinct designs for
categorization, the proper Talkbot approach is formulated
for forecasting. All matched intentions are returned together
with the prediction's probability. To approve all forecasts
with a chance higher than this threshold, we established an
errors threshold of 25.00%. Due to lacking vocab, the
participant was asked to reframe or repeat their intention in
this element if the models is unsure of the purpose it has
detected.

3) NLG: The person's intended contextual is
established in this element depending on the user question
as well as the chosen languages. The learning algorithm
outlined in the preceding section is used to make the
forecast. The function generates the answer from the Arabic
or the English level of knowledge depending on which
purpose tag it meets. A notification saying "call our adviser"
or” iadwi ¥l “would be presented if the program fails to

produce the desired answer.
i i
Englisr‘ Model Arabic|Model

Y ¥
NLP NLP
Te-processh
P d ¥ | predict intent -
eifract feafures '
U S N | o
English KB
)8 o
‘ selcontent | |4—| =
5
— Arable KB

Fig. 1. Talkbot Engine [43] .

The initial Talkbots GUI was designed utilizing Python’s
tkinter package. Our Talkbot software has a straightforward
NL user interface akin to an instant messenger programme,
with a message box for entering the text, a key for sending it,
as well as a screen for showing the inputs and responses
during the conversation. Our UI also includes a language
option that lets users switch between both the English and
Arabic language modes when speaking with the Talkbot. The
image (a) demonstrates that the Talkbottolerate spelling
mistakes because they are fixed during preprocessing. For
instance, the Talkbot fetches the adequate reaction even
though the term "availability” is spelled incorrectly. In
images (b), the Talkbot adds a second text to the conclusion
of the query to reword it if the level of confidence for the
answer recovery is insufficient (below 0.750).

IV. EVALUATION AND RESULTS

To evaluate the Talkbot software & gauge the
effectiveness of the ML algorithm, evaluation criteria are
crucial. The assessment metric should be modified to the
Talkbot kind of services because there are no established
ways for evaluating Talkbot applications [34]. The
effectiveness of Talkbots has been measured in certain
research using both automated & manual assessments [35-
37].

A ML model's performance is assessed automatically by
using criteria like precision, F1-Score, BLEU, & others,
whereas the merit of the replies is evaluated manually by
actual humans. Therefore, humans review is appropriate for
creative Talkbots that produce replies that are unique and do
not already existing in the corpora. Nevertheless, because our
Talkbot is retrieval-centred, we can only assess its
effectiveness automatically.

Two assessment techniques were employed. In order to
evaluate the Talkbot applications as well as efficiency
utilizing ad-hoc questions, we initially employed a validation
set made up of inquiries with identified intentions. Lastly, we
measured precision to assess the Talkbot models both for
approaches.[38,39] On a collection of unlabelled sources,
precision is defined as the proportion of appropriate answers
to all predicted responses.

In the initial assessment method, we created 2 brand-new
data set in the dialects of English & Arabic that weren't
utilised to the model's training. Every set makes up about
30.00% of the whole corpus. The testing set is filled with
questions that have the real intention tags on them.
Whenever the experiment is done, the labelling is concealed
from the prediction model. The evaluation's goal is to
ascertain the Talbot’s average accuracy for replies. The
proportion of right replies was calculated by comparing
expected intent to real intends just after forecast on the
testing set. The Arabic version’s precision was 75.00%,
compared to 80.00% for the English version. To evaluate the
Talkbot Software as well as the effectiveness of the
forecasting model, we used end - user, pupils, & advisers in
the secondary assessment approach. This review had 3 aims:
to examine the Talkbot user interface, the conversation
platform's efficacy, as well as the precision of the replies
given the particular context.

The Talkbot was reviewed for both English & Arabic by
30 people & 3 mentors. The context of a Talkbot corpus was
given to the participants, & they were then prompted to
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submit arbitrary questions. The conversations as well as the
projected intent, context, and probability of the reply were
stored in a Csv format The Talkbot asked the individual to
reword the query if he felt the reply was inaccurate whenever
the reply probability was less than 0.750. The typical reply
"Call your counsellor" was presented in roughly 20.00% of
the instances where the Talkbot algorithm was unable to
detect the matter due to missing new vocabulary or just out
requests. This outcome demonstrates the necessity for the
Talkbot corpus to be expanded to cover a larger range of
inquiries[40-42]. To assess the response's correctness, we
took into account only the intentions that fell within the
given context out of all of the testing inputs that were
recorded.

The customer satisfaction of a Talkbot program is not
assessed in our survey. This sort of investigation that is
outside the purview of our work entails collecting real user
input from end customers from the People-Computer
Interaction viewpoint.[43-48] However, numerous students
indicated that they find the Talkbot helpful and it would like
on using it rather than seeing their adviser during the
software's testing phase. They also valued Talkbot software's
quick reaction time & continuous accessibility. Additional
finding from this examination revealed that students opted to
write their inquiries in English instead of Arabic because it
was easier to them to write. They were unable to properly
write a number of Arabic words, including "probation" and
"covid."

V. CONCLUSION

Chatbots are among the most cutting-edge methods of
human input being used today. This study introduces a
brand-new mission, multilingual, field-specific Arabic
English Talkbot that is specifically created to help academic
students succeed academically. The Talkbot retrieves
English or Arabic replies using NLP & NN methods.
Students can interact with the bot and also get answers to
their inquiries thru it. A supervised DL approach has been
used to build two Talkbot systems in Python, learned on
corpora for English and Arabic, correspondingly. A corpus
containing 0356 patterns and around 0152 meanings both in
Arabic and English has been generated. We used the Python
module to preprocess the data for training & encrypt each
intents so that the NN algorithm could utilize them to build
the model. ISRIS temmer was employed to stemmed the
phrases because there isn't a suitable Python module for
lemmatizing Phrases. Our Talkbot algorithm pre-processes
the incoming query & predicts as well as generates a
comment based on the customer's query using three main
elements NLP, NLG, & NLU. All forecasts with chances
beyond this threshold were approved, as well as the forecast
error barrier were established at 25.00%.

Additionally, the Python tkinter package was used to
create the Talkbots GUI in order to communicate with the
customer & deliver the most reasonable response. The
probability score and then another automatic assessment
carried out by the platform's customers were both used to
evaluate the effectiveness of the system. The first offers
75.00% efficiency in Arabic & 80.00% accuracy in English.
The participant's next assessment yields comparable
outcomes as well.

Limitations and Upcoming Work: The Talkbot program's
restrictions are some. Arabic was difficult to spell-check,

thus numerous mistakes were made whenever the data did
not correspond to the entry request. Lemmatizing in Arabic
had yet another drawback. The answer was inaccurate
because several of the word lost their significance. Whenever
the designer's level of confidence was insufficient and it
didn't grasp the client's needs, it was also difficult to get a
solution.

Additional terminology should be added to each purpose
tag in the Arabic and English corpora. Furthermore,
expanding advising regions will widen the vision of the
English and Arabic corpora in use by introducing additional
intent with fresh contexts. Ultimately, more research &
analysis are required before the Arabic spell-checker can be
implemented in the platform.

The fact that the created Talkbot doesn't really give
pupils individualised support is yet another investigation
disadvantage. Future studies would improve the Talkbot by
giving it smart features that enable customised replies
comprising details like pupils' GPAs, educational standings,
and programs necessary for graduating. A Talkbot like this
might help counselors work with students to create study
schedule & communicate with them. Sending pushes alerts
to learners to inform them of forthcoming registration
deadlines, add/drop period, as well as other information is
yet another improvement to the Talkbot that can better
communicate.
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